
Game theory, min-max optimization 
and modern machine learning

Ioannis Mitliagkas and collaborators

TUC Colloquium - March 2021
1



min-max formulations are 
everywhere

(more generally game-theoretic formulations)



of increasing importance in 
modern ML



still a lot to explore in terms of: 
1. Applications

2. Methods
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APPLICATIONS



Generative Adversarial Networks

Generator network, G
Given latent code, z, produces sample G(z)

Discriminator network, D
Given sample x or G(z), estimates probability it is real

Both differentiable



Generative Adversarial Networks



Min-max = optimize worst case

"uncertainty set": random realization ω drawn from set Ω

● Operations research (planning for worst-case demand)

● Telecommunications (beamforming)

● Policy design



Lately: Connections to 
causality

“Robust to many environments” ~= “Causal” understanding

Invariant risk minimization [ Arjovsky et al, 2019]

“Max robustness” ≈ Causality [Buhlmann, 2018]
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Robust generalization measures

14

Goal:

● Use a robust prediction framework to evaluate generalization 
measures
○ i.e. good measure predicts generalization error in a wide 

variety of interesting settings 
● Spoiler: No existing measure in literature is robustly predictive!
● Collaboration with UofT Stats/Vector, ElementAI
● NeurIPS 2020



In Search of Robust Measures of 
Generalization

Gintare Karolina Dziugaite, Alexandre Drouin, Brady Neal, Nitarshan 
Rajkumar, Ethan Caballero, Linbo Wang, Ioannis Mitliagkas, Daniel Roy
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Robust generalization measures

16



Beyond I.I.D. generalization
(classic, in-distribution)
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i.i.d. quantities
      = 
Ποσότητες
Ανεξάρτητες και
Ομοίως
Κατανεμημένες



Ταξινόμηση χωρίς ΠΑΟΚ



● Performance degrades outside the training distribution
○ Major challenge to deployment of ML models!

● Need better out-of-distribution (OOD) generalization!

● Humans are doing better in many regards for OOD generalization

No I.I.D assumption



Out-of-distribution 
generalizaton

● Domain Adaptation
● Domain Generalization
● Adversarial Machine Learning



Adversarial target-invariant representation 
learning for domain generalization

Isabela Albuquerque, João Monteiro, Mohammad Darvishi,
Tiago Falk, Ioannis Mitliagkas
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Exciting modern ML applications

1. Out-of-distribution generalization

a. Meta: studying generalization

2. Performative prediction

3. Fairness in ML



Elections!!

Economist



Predicting elections

FiveThirtyEight



The result (Nov 5th)

Google



Why?

Google



Why?

1. Polling in modern era is much harder

2. Closeted voters

3. “Underdog effect”



Underdog effect

A feedback loop from prediction back to the data distribution!



PERFORMATIVITY

well-studied phenomenon in policy-making 

but neglected in supervised learning.



“Predictions that support decisions, 
may influence the outcome they aim to predict.”

Ok, that’s one more example of out-of-distribution 
generalization!



Special structure!
● Causality
● Game-theoretic formulation

Stackelberg equilibria identified as
“performative optima”

Understanding of game theory and developing the right methodology
→ CRITICAL



Exciting modern ML applications

1. Out-of-distribution generalization
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3. Fairness in ML



Fairness in ML



mtl-mlopt.github.io



Fairness in ML (Ashia Wilson)



Fairness in ML



Fairness is hard

● Stable equilibria not balanced
● Balanced states are not stable

● Exciting questions



“Minimization to current AI is
what min-max optimization is to 

future AI”
 

--Costis Daskalakis
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METHODS



Negative Momentum for Improved 
Game Dynamics

along with Gauthier Gidel, Reyhane Askari Hemmat, Mohammad 
Pezeshki, Gabriel Huang, Remi Lepriol, Simon Lacoste-Julien
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Trend in GAN literature
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Start with optimization 
dynamics



Optimization

Smooth, differentiable cost function, L
→ Looking for stationary (fixed) points

(gradient is 0)
→ Gradient descent



Optimization

Conservative vector field
→ 

Straightforward dynamics

Ferenc Huszar



Gradient descent

Conservative vector field
→ 

Straightforward dynamics

Fixed-point analysis

Jacobian of operator

Hessian of objective, L



Local convergence

Jacobian of operator

Hessian of objective, L
Symmetric, real-eigenvalues

Eigenvalues of op. Jacobian

If ρ(θ*)=max |λ(θ*)|<1, then
fast local convergence



Games

Nash Equilibrium Smooth, differentiable L
→ Looking for local Nash equil.

→ Gradient descent
→ Simultaneous
→ Alternating



Game dynamics

Non-conservative vector field
→ 

Rotational dynamics



Game dynamics under gradient descent

Jacobian is non-symmetric, with complex 
eigenvalues → Rotations in decision space 

Games demonstrate rotational 
dynamics.



Bilinear game



“Proof by picture”
Gradient descent

→ Simultaneous
→ Alternating

Momentum
→ Positive
→ Negative



What happens in practice ?

Fashion MNIST: 



What happens in practice ?

CIFAR-10: 



Negative Momentum
To sum up: 

● Negative momentum seems to improve the behaviour due to 

“bad” eigenvalues.

● Optimal for a class of games

● Empirically optimal on “saturating” GANs



Linear Lower Bounds
and Conditioning

of Differentiable Games

Adam Ibrahim, Waïss Azizian, Gauthier Gidel, Ioannis Mitliagkas



A Tight and Unified Analysis of 
Extragradient for a Whole Spectrum 

of Differentiable Games
along with Waïss Azizian, Gauthier Gidel, Simon Lacoste-Julien



Accelerating Smooth Games by 
Manipulating Spectral Shapes

along with Waïss Azizian, Damien Scieur,
Simon Lacoste-Julien, Gauthier Gidel





Stochastic Hamiltonian Gradient 
Methods for Smooth Games

Nicolas Loizou, Hugo Berard, Alexia Jolicoeur-Martineau,
Pascal Vincent, Simon Lacoste-Julien, Ioannis Mitliagkas
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LEAD: Least-Action Dynamics for 
Min-Max Optimization

Reyhane Askari Hemmat, Amartya Mitra, Guillaume Lajoie,
 Ioannis Mitliagkas
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Multi-objective training of 
Generative Adversarial Networks

Isabella Albuquerque, Joao Monteiro, T. Doan, B. Considine, T. Falk,
I. Mitliagkas
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OPEN QUESTIONS AND 
DISCUSSION



Optimal methods

1. Convex-concave

2. Stochastic

3. Constrained

4. Non-convex, non-concave



Notions of equilibria

● What’s the point of Nash equilibria?
● LOLA (Foerster, 2019)

○ Hints to Pareto semiorder of solutions
● Performative optima
● Stackelberg equilibria
● Domain specific?
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Goldmine
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ML ∩ Game theory ∩ Causality
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Growing interest in ML and numerical 
optimization community



Thank you kindly


